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Abstract We studied the nature of incident response teams
in 7 Operations Centers of varying size and types includ-
ing service providers, a Security Operations Center, a Data
Center, and two military training Operations Centers. All re-
sponded to incidents by forming teams. We asked: what is
the context of incident response work?, how can we model
incident response work?, and what are the implications for
tool developers? Activity theory guided our research through-
out. Using an ethnographic approach to data collection we
shadowed 129 individuals for a total of 250 hours of obser-
vations, conducted 38 interviews, and facilitated 11 meet-
ings with executives of Operations Centers. We produced
rich descriptions of the work of operators and a model of
incident team formation called the Tailor-made Teams in
Operations Centers (T-TOCs). We position our results rel-
ative to other ethnographic studies and standards in the in-
dustry, showing how incident team formation has changed
over time. Today’s incident response team is ad hoc, i.e.,
tailor-made to the circumstances, and responsive to chang-
ing circumstances. Our model draws parallels between the
incident response work of teams and human cognition. We
conclude by pointing out that tools for tailor-made teams are
in their infancy.
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1 Introduction

Information Technology (IT) Operations Centers are work-
places from which network and platform administrators, ser-
vice desk staff, and security and service analysts work to-
gether to provide network and service continuity, to quickly
diagnose and correct problems when they occur, and to help
the customer or end user solve technological problems with
their tools. While many organizations run their own generic
Operations Centers, specialized IT Operations centers in-
clude Managed Service Providers (MSPs), Security Opera-
tions Centers (SOCs), Network Operations Centers (NOCs),
and Command and Control Centers (C3s) that support IT
systems for the military. Even Data Centers (DCs) can be
seen as a special type of Operations Center, although the
critical services they provide are a combination of software
(running servers, and so on), hardware (computers, cables,
and so on) and infrastructure (continuous power, and so on).

Operations Centers are especially concerned with main-
taining IT services. An IT service is the “application of busi-
ness and technical expertise to enable organizations in the
creation, management and optimization of or access to in-
formation and business processes” [13]. A service provider
is an organizations or a part of an organization that manages
and delivers an IT service or services to customers.

Services require support and monitoring, and when events
develop into incidents multiple experts typically become in-
volved. An incident is “any event that is not part of the stan-
dard operation of a service and causes, or may cause, an
interruption to, or reduction in, the quality of that service”
[23]. Incidents can originate from any point in the IT en-
vironment (software, hardware, or infrastructure). Some ex-
amples include: a user cannot receive email, a network cir-
cuit is down, a server is down, or an application is running
slowly. The goal of those who respond to incidents is to re-
store normal operations, usually as quickly and as cost-ef-
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fectively as possible. Incident response teams are an essen-
tial and necessary aspect of IT operations centers because
teams provide dependability of services [32], resiliency in
the face of new situations, [44] and because the variabil-
ity and creativity of teams is “the most reliable antidote”
to ‘cope with’ (i.e., control and manage) complexity [12].
Our focus is on incident response teams, their formation and
structure. This work requires technical skills beyond those
of the help desk operator or any individual specialist, and
the work is often undertaken within moments of the incident
occurring and under severe time constraints.

1.1 Activity Theory

To understand incident response work we drew on activity
theory which is developed from Vygotsky’s cultural-histor-
ical psychology [33][39]. Activity theory is a theory of the
human mind and how it develops. Activity theory has been
used as a research framework in many domains [9], includ-
ing the field of human-computer interaction [25]. In activity
theory, activities exist to meet human needs.

We used the framework to identify activities and their
elements [11]. Individual activities are mediated by tools.
These include physical tools that act on the material world
and psychological tools that are used to transform other peo-
ple (e.g., persuasive arguments or models) and to direct one’s
own actions (e.g., to do lists) Group activities are systems of
inter-related ‘elements’ that adapt in response to any change
in any one of the elements (including tools). While the con-
cepts of individual activity and group activity are well inte-
grated, in this research we focus on group activity.

Application of an activity theoretical framework directed
our attention to certain elements of group activity, such as
the people, their tools, tacit rules in the workplace, the makeup
of groups or teams, and the way work is divided between
members of a group. When the division of labor is well-
structured, the group is called a team (e.g., an incident re-
sponse team).

Activity theory also draws attention to the motive (or
motives) for the activity (in this case, to fulfil the need for
service continuity to communities of users), and the object
or focus of the activity. In the case of an incident response
team, the objective is transforming the incident into a re-
solved incident while maintaining or bolstering customer re-
lations. [6] [11].

Activities may experience disturbances or disruptions to
their flow. These may indicate ‘tensions’ which are unre-
solved conflicts that arise for multiple reasons, including
conflicting motives, or conflicts between ‘human nature’ and
the social or technological environment. The underlying forces
that are in conflict, expressed as a tension, drive activities
in multiple directions. Resolution of a tension can occur

through many means, one of which is the creation of new
tools. Tensions in an activity are common.

Activity theory places a strong emphasis on the social.
The social world is understood as “interactions with other
real people, as well as interactions with the tools other real
people have designed and left for others as part of their cul-
ture” [31]. In contrast to the social world, the mind is char-
acterized by “basic capabilities such as attention, will, [and]
intention” that “through human activity [i.e., social life], de-
velop [into] what Vygotsky called the “higher psychological
functions” [31].

Activity theory’s well-developed principles of internal-
ization and externalization asserts that there is mutual influ-
ence between an individual’s internal life and social life. For
example, learning in culturally-appropriate ways first hap-
pens on the social plane and then is internalized. Further,
individuals may develop tools to aid internalized functions,
a process called externalization. We will use these principles
in two ways: 1) The transformation of tools/technologies
(understood in the narrow sense) for incident management
will be discussed. 2) We will show that incident response
work in operations centers can be modeled as a system of
coordinated externalized ‘higher psychological functions’,
such as perception, decision-making, providing executive over-
sight, reflecting and anticipating. Specifically, we create a
model detailing which externalized ‘higher psychological
functions’ are relevant in incident response work at the team,
i.e., group level. In doing so, we will draw an analogy be-
tween the work of incident teams and human cognition.

1.2 Research Focus and Questions

In this study we are particularly interested in how teams
are structured and enabled by technology to act in dynamic,
complex and uncertain environments. We present our field
study of organic/natural incident response work at seven op-
erations centers. We aim to shed light on understandings of
service provisioning. We hope the model we will present
depicting the structure of incident response teams will pro-
vide an aid to reasoning about the formation and nature of
teams in OCs. In particular we aim to enable discussions
about tool support. Our work is unusual in that it covers a
great breadth; we look at incident response in typical op-
eration centers, security operation centers, data centers and
training environments. As well as being of interest to other
researchers, our work is also of relevance to tool support de-
velopers, UX designers, and OC managers.

The specific questions that directed our study were:

1. What is the context in which operators form and partici-
pate in distributed incident response teams?

2. How can we model incident response work in a way that
cuts across Operations Centers of many types?
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3. What are the implications for tool developers?

2 Literature Review and Historical Analysis

In activity theory, activities are understood historically, i.e.,
the focus is on understanding how and why an activity changes
over time, and the change or changes that would be fruitful
in the future, given the objective of the activity. We therefore
have taken this perspective when conducting our literature
review. We begin by reviewing the position of key industry
standards addressing incident response teams because these
standards, which have been published for decades now, aim
to capture best practices. Following this, we look at recent
ethnographic research conducted in Operators Centers. Here
we look for the development of team formation activity in
Operation Centers since the release of standards.

In this section we review four standards that capture best
practices for service providers.

ITIL & ISO/IEC 20000: ITIL for IT service manage-
ment emerged in the 1980s in Britain [34]. Initially devel-
oped for the British government because of poor IT ser-
vice quality, it has been accepted by industry and across
the globe by large organizations. Newer versions were re-
leased in 2001, 2007 and most recently 2011. This stan-
dard has contributed to, and is aligned with, ISO/IEC 20000
standards for IT service management [5], also most recently
published in 2011. ITIL is primarily process-focused, but
of necessity, some roles have been identified. For example,
ITIL v1 and v2 described a tiered system of incident escala-
tion that is no longer actively supported in the 2011 standard
[4], although the language of tiers (or levels) is still in use. In
v2, tier 1, (i.e., ‘1st level support’, frontline, or ‘help-desk’)
records, classifies and often resolves events (e.g., password
resets). When tier 1 cannot provide support, an event is clas-
sified as an incident and is passed to tier 2 (internal technical
experts) who may get help from tier 3 (software companies
or hardware manufacturers). If tier 2 cannot resolve the in-
cident, the incident is considered major and is passed to an
incident manager who manages the incident by “dynami-
cally establishing a team of [pre-designated] IT managers
and technical experts” augmented by occasional specialists
from other groups in the organization, e.g., applications an-
alysts, service owners or technical specialists. This is a com-
mon, though not the sole, interpretation of the tiered escala-
tion process.

CERTs: Security standards provide a different approach
to incident management of serious security breaches. In 1998
the CERT Coordination Center of the Software Engineer-
ing Institute at Carnegie Mellon University created a stan-
dard for Computer Emergency Response Teams (CERTs)
[40]. These guidelines were published in 1998 and updated

in 2003. They had a broad mandate covering IT and com-
munications technology. The CERTS often serve regions as
large as an entire country. Within CERTs (or within orga-
nizations) are Computer Security Incident Response Teams
(CSIRTs) who respond to security incidents. CSIRT types
include: a coordination team, a corporation team or a tech-
nical team [24]. Regardless of type, a CSIRT is a incident
team that responds “like a fire department or an Emergency
Response (ER) team” [40], meaning that particular trained
responders from the CSIRT team are assembled at the time
of an incident to respond to it.

ISO/IEC 27000: In 2004, and most recently 2013, ISO/IEC
27000 standards proposed Information Security Incident Re-
sponse Teams (ISIRTs) [7] [21] [20] [19]. Technical reports
TR-18044 (2004) and TR-27035 (2011) provide practical
advice on incident response. The ISIRT team is similar to a
CSIRT team. ISIRTs are found in medium to large organiza-
tions where “a planned approach is essential.” The members
are skilled and trusted members of an organization who are
responsible for incidents. There is a Point of Contact (PoC)
person and the handbook states that “at times this team may
be supplemented by external experts, for example, from a
CSIRT or CERT” (TR-18044).

NIST: In 2007 and in 2012 NIST published a guide for
security incident response teams [15]. In it they described
three types of response teams: centralized, distributed, and
coordinating, and declared that these may exist fully in-house,
be partially outsourced, or be fully outsourced. A team man-
ager pulls together a specific response team from diverse
team members [17] [18] in the same way that CSIRT in-
cident response teams are formed (like a fire department or
ER team). The other teams in an organization that may be
drawn in to an incident response are diverse and include:
management, information assurance, IT support, the legal
department, public affairs, and facilities management.

All Standards Organizations: Across all of the stan-
dards capturing best practices, the concept of a fixed group
of experts from which an incident team is formed is the
most common. This is essentially CERT’s fire department
metaphor. When an incident arises, some of the fire fighters
are selected from the larger team to address the response. In
IT incident response however, this team is also sometimes
augmented by outside experts according to the standards.
All standards also highlight the importance of communica-
tion; however, while some of the standards emphasize com-
munication within an organization between team members
(.e.g, ITIL and NIST), others emphasize communication be-
tween teams or outside of the organization (e.g., CERT).
Also, in ITIL there has been a strong emphasis on escala-
tion of incidents, as reflected in the well-known tiered re-
sponse mechanism. The concept of escalation is also found
indirectly in other standards, e.g., captured by the idea of
higher-level coordinating teams.
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Standards Organizations Corresponding Incident Response Team Name
CERT Computer Emergency Response Teams CSIRT Computer Security Incident Resonse Teams
IEC International Electronic Technical Commission
ISO International Standards Organization ISIRT Information Security Incident Response Teams
ITIL Information Technology Infrastructure Library Escalation process or

Incident-manager-led incident response team
NIST National Institute of Standards and Technology Team-Manager-led incident response team

Table 1 Standards organizations and incident response teams abbreviations and names

OC1 OC2 OC3 OC4 OC5 OC6 OC7
Pseudonym Finance-MSP N&S-SP UMA-SOC Guard-SOC NNO-DC NNO-HD Flexor-MSOC
Participants
observed

34 5 18 30 6 15 20

Participants
interviewed

10 n/a 5 8 2 4 9

Avg. yrs. of
exp. of inter-
viewees

12.8 n/a 1.6 2.8 15 2.8 9.0

Typical level
of education

Diplomas +
certifications

Bachelor’s
degree
(tech.)

Masters in
Elec. Eng.

Bachelors in
Comp. Sci.

Varied Bachelors
degree
(tech.)

Comp. Eng.
Diploma +
Networking

Table 2 Participants in our study

The next part of this review turns to research on opera-
tions centers for a scholarly perspective on the state of affairs
with respect to incident teams.

2.1 Ethnographic Research on Incident Teams

We reviewed research taking an ethnographic approach to
the study of incident response teams. Using publications in
the last decade, we organize this review by different types
of operating centers and then within each type, historically
by date of publication. A number of these studies are of in-
cident response teams within an organization that is not an
operations center or does not contain an operations center.
We included these because ethnographic studies of IT inci-
dent response teams in OCs are relatively rare, and because
these are forms of incident response teams not included in
our study.

SOCs: Early studies of SOCs highlighted the relation-
ship between security operation centers in different orga-
nizations. In 2007 Möller [30] reported on a coordinating
CSIRT in an academic CERT in Germany and its relation-
ship with local University CSIRTs. They stressed the en-
hanced need for collaboration between security teams that
had arisen as a result of the recently established Grid Com-
puting architecture being used to support research across
Germany.

In 2009 Wiik et al. [41] [42] [43] studied the workload
of operators over time in a coordinating CSIRT. The coordi-
nating CSIRT was comprised of a 3-person fixed team that
facilitated the handling of incidents across multiple client

CSIRTs in affiliated organizations. The researchers there-
fore had second-hand information of the form of affiliated
CSIRTs. They described three types: 1) an ad hoc CSIRT
where available personnel at the affiliated university handled
the incidents; 2) a distributed, cross-faculty CSIRT; and 3)
an internal centralized CSIRT consisting of a dedicated team
within a university.

In 2011 Botta et al. [3] studied the relationship between
security teams within a single organization. They conducted
35 interviews of IT professionals responsible for security
in 16 organizations. In these organizations, incident teams
were created as needed from loose networks of security peo-
ple who knew each other. No standards were being applied,
but there were established practices within the organizations.

In 2012 Ahmad et al. [1] studied two four-person se-
curity incident response teams in a large financial organi-
zation in which there was an Information Security depart-
ment. One four-person dedicated team in this department
was a high- and low-impact Incident Response Coordination
Team, called the Network Incident Response Team (NIRT).
In addition to this team, which had an operational focus,
a four-person High-impact Incident Response Coordination
Team (HIRCT) coordinated all incident responses, focusing
on its structure and composition. The HIRCT had the po-
tential to expand to as many as 12 people when they drew
in others in the organization. The HIRCT managed the inci-
dent and liaised with the NIRT and others (including a ser-
vice management team) as necessary. A major purpose of
the HIRCT was to communicate in non-technical ways.

In 2014 Hove and Tårnes [17] and others [18] [36] stud-
ied incident teams in two organizations and one service pro-
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vider. They demonstrated new complexities in incident team-
work introduced as a consequence of the use of IT service
providers to the marketplace. They discussed main and sec-
ond line teams at one organization, a team that works with an
external service provider team at another organization, and
a service provider that had a hierarchy of 3 types of teams:
an incident response team (IRT), a Critical Incident Man-
agement team (CIM), and an Incident Management Board
(IMB). They noted that a focus on preparedness and the im-
portance of the non-technical aspects of information secu-
rity had become stronger over time in all three organizations
they studied, and that internal and external communication
was the biggest challenge across all teams.

In 2014 Tøndel et al. [36] reviewed 15 research papers
on the more general topic of IT security management and
concluded that the nature of incident response was varied,
that the essential aspect was communication and collabora-
tion at any of the steps, that communication with the busi-
ness side of an organization was very important, that tacit
knowledge was relied upon heavily, that outsourcing often
complicates collaboration for organizations, and that there
is very little agreement about who (meaning which roles)
should be engaged in incident response.

NOCs: In 2011 Norros et al. [32] conducted 20 inter-
views at one telecommunications company and provided two
high-level models of work at Network Operations Centers
(NOCs). One showed basic interactions between the NOC,
their customers and the network. The other was a model of
the ‘core task demands’ of operators. In their core task de-
mands model they observed that the nature of collaboration
was ‘constrained by’ the ‘’dynamism of the object [the inci-
dent] and [the] fast action required [to address the incident]’
as well as the complexity of operator tools and the network
itself. They concluded “preparedness for online problem-
solving prompted by unexpected network failures is an in-
tegral part of [Communication Network Operations] CNO
work” and identified communication and collaboration as
challenges that need attention.

Service Management Operations Centers: In 2010 Cu-
sick and Ma studied a team of service providers at Wolters
Kluwer where a ‘tier 3’ team had been established. This
fixed team consisted of one or more application support de-
velopers, a systems engineering representative, and a database
management analyst.

In 2012 Greenspan, Brown, and Biddle [16] studied a
service provider and discussed the increased need for group
problem solving, support for multitasking, and tools for the
management of heterogeneous, automated solutions. In 2013
Brown, Greenspan, and Biddle [6] provided a detailed de-
scription of a service management provider that had a team
of incident response facilitators that coordinated incident re-
sponse. They and Samaroo [35] also created a graphical for-
malism for depicting work, and used it to model tensions

between the activities of the operator of a large service man-
agement operations center.

Multiple types of Operations Centers: Metzger, Hom-
mel and Reiser [29] compared major service and security
incidents at an MSP and a SOC. They noted they were both
managed with ticketing systems. With respect to security in-
cident teams they noticed the role of the Security Incident
Coordinator who may need to call others including sys ad-
mins, users, network admins, customer relations representa-
tives, management, law enforcement, security experts, local
infrastructure and service operators, and most importantly,
the individual who reported the incident. They stressed the
role of the Coordinator, not only in their communication task
(internally and with other CSIRTs), but also their coordinat-
ing and delegating tasks. They suggested a blended incident
response system. In that respect they are joined by Tøndel
et al. [36] who also primarily studied security incident re-
sponse teams, but noted similarities with service incident
response teams.

All Centers studied: All in all, researchers exposed much
more diversity in team formations than what was apparent in
standards that capture best practices. Reality has moved be-
yond the fire-department metaphor to incident response.

Researchers have described situations where teams are
very loose and dispersed [3], where internal teams partner
with external teams (such as other security teams or service
providers) [30], where there is a hierarchical organization of
teams [1] [41] [42] [43] [17] [18] [36], where customer-fo-
cused teams work in parallel with operations-focused teams,
and where the incident coordinator may be a team, such as a
high-level, customer-focused crisis management team span-
ning an organization[1]; these represent new forms of work
not captured by the standards.

3 Research Design

To understand incident management work in OCs, we needed
to understand real work practices. We set up a series of field
studies involving seven operations centers. Our goal was to
study incident response work as it actually occurs.

Our study was designed to have a very high degree of
ecological validity due to its exploratory nature. Three re-
searchers participated in the data collection phase. We ap-
proached various OCs asking if they would be participants,
particularly aiming for diversity in our sample. Within this
requirement, we selected OCs opportunistically.

To collect data from each OC we designed a field study
to observe operations center work directly because we knew
that we would learn much more from observations than we
could ever learn in interviews, where accounts of work can
be idealized or overly simplified. From observations we wanted
to know about implicit rules, the real pace of the work, dis-
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turbances to the work, and so on, as these are fundamen-
tal elements of an activity as understood by activity theory
[11] [38]. We used an observation technique called shadow-
ing [28]. We aimed to observe at each center for 2-4 days.
We planned to shadow participants who volunteered for the
study for approximately 3 hours.

Observations were primary, but we also planned to inter-
view individuals. Our aim was to develop a broader under-
standing of incident response work based on a full range of
our participants’ experiences, and not solely on the events
that we happened to observe. We also wanted to develop a
deeper understanding of incidents, i.e., we wanted to under-
stand why we observed what we observed, and we wanted to
understand the structure behind incidents (the roles of opera-
tors, the systems in place for responding to incidents, and so
on). To this end, we designed a semi-structured interview,
which would take approximately one hour to conduct. We
used an interview template based on activity theory to struc-
ture and generate our interview questions [10].

Both the shadowing and the interviewing were conducted
in the workplace environment. At each center we planned to
observe first, then interview, which had the additional advan-
tage of developing a common ground of knowledge, rapport,
and trust between interviewer and interviewee. Within each
OC we selected a diversity of participants to interview based
on what we had learned while observing them.

It was very difficult to gain access to OCs; the major
concerns were disruption to the work, skepticism about ben-
efits for the OC, and the violation of their customer’s pri-
vacy. We spent months building up relationships and estab-
lishing trust. Once we were permitted entry, we used direct
observation augmented by photos were possible, interviews,
and also normal interactions and meetings with a wide va-
riety of operators, managers, and systems analysts working
on actual incidents to develop our understanding. Initially
we selected participants who worked in the OC, although as
our study proceeded, we quickly realized that the walls of
the OC were a misleading boundary since many individuals
who are engaged in the work of deploying or maintaining
services work in cubicles or offices elsewhere in the organi-
zation. The size of the OC was influenced by the need of the
OC to conduct tours with prospective clients. OCs that con-
ducted tours, had larger and flashier OCs and housed more
operators and technicians. We therefore began to regularly
include people in our study who performed OC functions,
but who worked outside of the OC itself, e.g., system oper-
ators and OC executives. We did not go so far as to include
remote participants including incident responders at remote
locations (e.g. India) or vendor incident response partici-
pants, or incident responders from customer organizations.

To analyze our data we used Strauss and Corbin’s ver-
sion of Grounded Theory [8], with the goal of creating a
model of the structure of incident response teams. This re-

quired us to transcribe interviews and integrate notes and
photos in order to code our data. The qualitative analysis
tool Atlas.ti facilitated this work.

3.1 Operations Centers and Participants

Seven OCs participated in our study, as shown in Table 1.
We sampled a variety of OCs. Two were traditional service
providers, two provided IT services in a military context,
one was a data center, another a help desk, and one was a
managed security service provider. In the summary and rich
descriptions below we sometimes refer to ‘tiers’ to simplify
our descriptions and we use these terms as they were de-
scribed in ITIL v2 (tier 1: help-desk; tier 2: internal experts;
and tier 3: external experts).

Finance-MSP’s objective: Finance-MSP is a very large
service provider with many financial institutions as its cus-
tomers. Almost 100 different platforms are being monitored
and more are constantly being added.
Facilities: It is a large operations center that is an amal-
gamation of other operations centers which offers business
transaction processing for many large financial institutions.
Staff: The operations center was capable of housing 50 peo-
ple and most seats were occupied during the day. At night a
skeleton staff of about 10 people kept the center functional.

N&S-SP’s objective: N&S-SP provides services to an
academic community including professors, staff and students.
Facilities: A traditional small OC, behind which there is a
data center containing important computers for the univer-
sity. There is a large area around the OC organized into cu-
bicles. A help-desk is located in the library.
Staff: The OC has 3 people in it, but has dozens more sys-
tems administrators and network administrators working in
cubicles around the NOC/SOC. The OC staff oversee the
data center which is co-located, and all of the other comput-
ing infrastructure which is remote.

UMA-SOC and Guard-SOC’s objective: UMA-SOC
and Guard-SOC were a service provider with a combined
SOC and NOC function established for training purposes.
They provided services to a person playing the role of an
end user in an imagined military unit. At both these sites we
observed the final part of a real-life military simulation ex-
ercise that spanned a month or more. Teams built their own
network and set up basic services such as email and word
processing. Teams participating in the exercise defended their
military unit against an external organization participating
in the exercise as an attacker. The aim of the students was
to keep their services up and running, so that their military
end user was able to work. Their primary task was to be an
effective SOC, i.e., to defend the network and services they
built. When the exercise was completed the network was de-
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commissioned.
Facilities: The students built their network and configured
their computers with the mission software in their labs. Typ-
ically they had several co-located labs they could work in.
The computers in this exercise were completely separate
from the campus network.
Staff: Two or three professors were available for advice dur-
ing the exercise, but did not perform any actions on the com-
puters or network. The student numbers ranged from 20 to
about 40 solved problems, formed and led incident response
teams, and made changes as required to their system.

NNO-HD’s objective: NNO-HD is a help desk for a
health care community, including outpatients. The help desk
provides support for more than 10 hospitals, and many more
clinics. Tens of thousands of people in the hospital environ-
ment are clients. This includes, doctors, nurses and business
people. Thousands of applications are supported by the OC.
The help desk receives over 1000 calls per day from in-
ternal customers (e.g., doctors) , insurance companies who
need technical support, clients who request health informa-
tion and technical support, and PIN resets for the public web
portal.
Facilities: The OC room is divided into three parts, each
serving a different part of the hospital community or a dif-
ferent major application. ‘Tier 2’ (primarily system admins)
is located upstairs in the same building.
Staff: The help desk engages about 30-40 employees

NNO-DC’s objective: NNO-DC’s objective was to main-
tain and improve the IT infrastructure of the hospital.
Facilities: The data center is down the hall from NNO-HD’s
help desk. The operation center part had seeting for about
10. NNO-DC is the data center for NNO-HD, which main-
tains 100s of servers, a robotic tape backup systems, elec-
tricity, backup generators, and coolers.
Staff: Approximately 8 operators worked in the data center.

Flexor-MSOC’s objective: Flexor-MSOC is a moder-
ately large, and rapidly expanding security operations center
(SOC), that provides managed security services to clients.
The SOC does monitoring for its own organization and for
many other enterprises who are its clients.
Facilities: The center was located in a large secure area and
housed approximately 50 people including monitoring staff,
responding staff, and many others whose work was to set up
secure software services for clients. The help desk for the
SOC was located remotely, and we did not observe those
operators.
Staff: There are about 5 tier 1 operators in the OC, who
primarily do monitoring, several operations managers, and
15-20 tier 2 experts in the room, including incident respon-
ders who are technical liaisons with customers, deployment,
and configuration.

Many more details about these operations centers are
provided in Table 1. In total we shadowed 129 individuals
totaling 250 hours of observations. The participants varied
greatly with respect to their function ranging from tier 1 help
desk operators, to systems experts, to developers, managers
and executives. Of the 129 participants we shadowed, 38
(30%) were also interviewed. We also organized 11 larger
meetings with executives and managers for briefings and
discussions and we opportunistically participated in 3 addi-
tional tours of other Operations Centers. At two operations
centers we had permission to take photos. We transcribed all
of our interviews, meeting notes and observation notes and,
where relevant, inserted photos into the appropriate points
in the observation notes.

4 Results

4.1 Incident Response Workflow

To begin we provide rich descriptions of the structure and
workflow of incident response teams at the various sites.

Finance-MSP: At Finance-MSP, the large service pro-
vider, there was a significant amount of attention to meet-
ing service level agreements and the implementation of ITIL
processes. The operators overall had significant amounts of
experience, were primarily self-trained, and had certificates
or diplomas or part of a degree.
Division of tasks At this center it was clear who worked
at tier 1; this was the group of operators who worked in
the front row, closest to the large overhead displays that
were arranged prominently at the front of a large room that
could accommodate more than 100 operators. Their main
skills were people skills, but they had enough technologi-
cal understanding to triage calls to other operators in other
groups in the room. Six other groups in the room primar-
ily operated at tier 2. They provided initial end-user termi-
nal support, platform support, and network support. They
(especially the NOC group) often relied on tier 3 hardware
vendors and software companies, issuing them tickets as
necessary and collaborating as appropriate. Another group
of operators ran batch software and provided support for
batch software clients in large financial organizations. A fi-
nal group of operators who sat at the back overseeing the rest
of the room functioned solely as incident facilitators and co-
ordinators, and we referred to them as tier 1.5. The incident
coordinators were supported by a group whose sole purpose
was to contact individuals who needed to be on a call.
Workflow: When incidents escalated to the incident coor-
dinators, the tier system was irrelevant; the incident coor-
dinator assembled an appropriate team or teams to address
the incident. Service level agreements effectively ensured an
‘all hands on deck approach’.
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Our goal is to work incidents relating to client im-
pacting issues to get a client back up and working in
under 45 minutes (Mary, team coordinator, Finance-
MSP).

Throughout the duration of incident resolution, many of which
were “challenging” (Mary) the tier of the operator was not
important—more important was the capabilities of the op-
erator or tech support person. Incident teams were broad at
first and it was not always clear where the work should be-
gin. Support staff for incident managers contacted people to
join the bridge call for the incident. Mary, the team coordi-
nator says,

The work of my support staff frees up my time to fo-
cus on asking questions to the teams: Are we looking
at the server, are we looking at the database? (Mary)

Incident teams were sometimes structured into subteams.

At times we have had nine breakout sessions off of
our main bridge call. (Mary)

Typically there were two teams, one that was customer-fo-
cused, and one that was resolution-focused. We were told of
one unusual case where an incident team was comprised of
20 subteams. It was not uncommon for team members to be
remote. Team members came and left the investigative team
as the investigation unrolled; for example, they may have
discovered their expertise was not useful (a common situ-
ation for the NOC operators who often had to demonstrate
it was not a networking problem), because of ‘handovers’ at
the end of a shift, or because of higher priority tasks drawing
their attention away.

All the network people go to [*88], the commonly
held breakout session [on our bridge calls], to deter-
mine if the network is an issue. (Mary)

Incidents could be resolved in less than 20 minutes or they
could remain active for days.
Tensions:There were many times when there was nothing
to do on a particular incident (e.g., when information was
being dumped by a remote engineer) and so it was possi-
ble to ‘work multiple incidents’ (typically 2 or 3) simultane-
ously. Other background tasks that happened while incident
response was ongoing included: monitoring, project work,
tidying of one’s workspace, or learning.
Tools: Incident teams used a collection of tools to manage
incidents including ticketing tools, chat windows and bridge
calls. The work of the team occurred in a context where it
was normal for an operator to be running six ticketing tools,
six monitoring tools, have 25 chat windows open, and be
participating on a couple of bridge calls.

N&S-SP: At N&S-SP we observed a traditional OC that
ensures the continuity of services to an academic commu-
nity. The role of the SOC side was primarily deployment of

security software, but detection and elimination of malware
from the PCs of staff was also part of the service.
Division of tasks Because of the small size of this center,
the operator’s role spanned tiers 1 and 2. On the non-security
side of the operation center, the two operators were primar-
ily responsible for monitoring (a tier 1 task), but they also
had duties in the adjoining data center, such as the installa-
tion of some equipment. The tier 1 operator on the SOC side
also monitored, but was primarily occupied with deploying
security updates. He interacted with customers (individuals
responsible for security within the various university units)
across the university.
Workflow: Most service-related problems (such as the havoc
that occurred when a squirrel partially chewed through a
critical cable in a conduit) were resolved by moving services
to backup systems and immediately alerting tier 2, the tech
support group who were located in nearby cubicles, or alert-
ing third party vendors under contract (tier 3), who would
send over an expert or experts. When an incident occurred,
one of the operators served as the incident manager, alerting
relevant others, overseeing their activity (basically ensuring
that there was movement towards incident resolution), and
ensuring that the troubling indicators (e.g., red alarms) dis-
appeared.
Tensions: The monitoring tools hid alarms from the opera-
tors or made alarms difficult to interpret.

Red alerts appeared in two parts of a networking dia-
gram indicating two separate high-priority problems.
Two vendors were called in. Eventually we discov-
ered a squirrel had chewed through a cable cutting
off one building from the network. The monitoring
system showed when a problem was cleared, but did
not help me understand the relationship between the
two problems (the common source). (Pierce, alerts
and system monitoring, N&S-SP)

Tools: Incidents were rare and email was the primary form
of communication for the incident team. An array of large
displays were being mounted at the front of the room to help
with the monitoring of alarms.

UMA-SOC & Guard-SOC: At UMA-SOC and Guard-
SOC we observed students who had set up a network and
services and were defending it against an outside SOC who
were attacking it as a competitive exercise; this was an in-
tense learning experience for the students. For us it was a
great opportunity to see highly trained operators responding
to significant and intense attacks, something which is a rar-
ity in SOCs. The situation the students found themselves in,
though unusual relative to established Service Centers, was
not unlike what they might find in the field during a military
operation. At UMA-SOC we observed graduate students of
technology programs and at Guard-SOC we observed un-
dergraduates, but in both cases the attacks were the same. At
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these sites there was an equal amount of structure and chaos.
They built and then defended a network. Services they pro-
vided to their military users included email, web services,
an Internet browser, and a file directory.
Division of tasks Individuals were assigned multiple roles,
but they moved fluidly into other roles based on the needs of
the moment, directed by the individual who formed ad hoc
teams around incidents. At UMA-SOC, none of the opera-
tors were solely responsible for continuity of service deliv-
ery as they also had duties deploying and configuring ser-
vices; their roles were very broad. At UMA-SOC there was
only one incident coordinator in the room at any given time.
He assigned individuals to incidents based largely on the
demands of the situation, their skills, and their availability;
kept track of progress; and moved individuals from one task
to another when necessary. The assignments were very fluid.
Workflow: The formation of ad hoc teams happened a lot
because the attacks were frequent and priorities changed
rapidly.

Anytime an incident was reported or observed, then I
was involved. Most of the time it was multitasked. So
I could be in the middle of doing some malware anal-
ysis and then an incident would happen. It was reac-
tionary. I’d have to stop what I was doing, deal with
the incident, talk to everyone who needed to be in-
volved and get them going, get them all on the same
page, . . . then I could get back to what I was origi-
nally doing. (Jack, team coordinator, UMA-SOC)

Tensions: At UMA-SOC, and to a lesser extent, at Guard-
SOC, a contributing factor to the chaos was the near absence
of even primitive tools for situation awareness within the
room. At both sites the students called out to one another,
passed notes, or wrote very minimal amounts of information
on a whiteboard, such as keywords to highlight ongoing in-
cidents, to keep track of the activity in the room. At both
sites there was no history of actions taken, no ticket-writing,
and lots of uncertainty across the room with respect to the
status of various incidents. Because situation awareness was
very poor there was some duplication of work resulting in
frustration.
Tools: The tools to organize incident response were minimal
(e.g., no chat, no ticketing tool) and would have been com-
pletely ineffectual had they not been co-located in a single
large area. Face-to-face communication was their primary
tool for collaboration.

NNO-DC: At NNO-DC we observed a team of oper-
ators running a Data Center where the goal was to ensure
continuous delivery of hardware systems within a hospital
environment. Although Data Centers are not often compared
with Service Centers, the work had many similarities with
traditional service centers that provide continuous delivery
of software services. The data center was very forward look-

ing; it was constantly being re-built and adapted to meet fu-
ture demands.
Division of tasks: All operators had similar roles and were
more academically qualified than the operators in a service
center. One operator functioned as an operational manager
and incident coordinator. The operators communicated largely
via face-to-face or email. The task of deploying and config-
uring hardware (e.g., servers) and DC infrastructure (cables,
generators and the like) occupied approximately half of their
time. The other half was spent monitoring or performing es-
sential background tasks like tape backups of patient data.
The incident manager organized the overall activity of the
DC; a ticketing tool was used to track incidents.
Tensions: These operators were much more mobile than
other operators in this study, but they were not equipped with
mobile devices. When they were in the part of the data center
that housed important infrastructure equipment and hospital
servers, they were away from their workstation and discon-
nected from monitoring tools and their fellow operators. It
was not unusual for operators to work off site at one of the
hospital campuses. When we visited, two were responding
to remote incidents.
Workflow: Mostly operators worked on non-incident im-
pacting tasks, like checking servers, changing cables, or re-
ceiving new equipment at the arrival dock. Alerts (such as
rooms overheating or power outages) mainly arrived through
software systems and were displayed on large boards at the
front of the room. Incidents were infrequent. For this reason
they regularly ran drills (e.g., switching over to another gen-
erator even though it wasn’t necessary) that involved most
of the operators. The inability of these operators to respond
to a crisis (such as a power failure) could impact the entire
hospital and result in loss of lives.

The data center has gone black from times in its en-
tire history. Once it happened accidentally. Another
time a loose washer caused a blackout. On these 5
occasions, the generator didn’t always kick in, due
to maintenance issues so now, once a month we run
through drills so everyone knows what to do and ev-
eryone works together effectively. (Jarvis, data cen-
ter supervisor, NNO-DC)

During these exercises the incident teams relied heavily on
checklists to organize their work.
Tools: Email was relied upon heavily to communicate with
IT staff. A ticketing tool was used to track any incidents.
Specialized monitoring tools were used to produce large dis-
plays of all of the critical infrastructure systems at the front
of the room.

NNO-HD: NNO-HD was a traditional help desk in a
large room subdivided into three parts and holding roughly
50 people. The distinguishing characteristic of this help desk
was its commitment to quality. Any incident that impacted
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the hospital’s commitment to quality care was investigated
across the hospital. The hospital was also strongly commit-
ted to continuous improvement through reflective practices
and collaboration across different parts of the organization.
A practice that began during a critical incident (standup meet-
ings in the morning with managers of departments) became
a regular practice to ensure that issues that crossed organiza-
tional boundaries within the hospital were addressed before
they impacted the hospital’s work.
Division of tasks: All the operators were both tier 1 and tier
2 operators. There were three groups in the room supporting
three different types of services.
Workflow: Each operator processed a continuous stream of
requests on a daily basis working from a queue of calls.
In the afternoon when things were quieter they performed
background tasks, such as tuning their system, learning, or
checking requests for new accounts to systems. Difficult is-
sues were quickly forwarded to systems operators located
several floors above. John was one of those analysts.

There are three back-end systems we are responsible
for. . . . People tend to send in tickets in a variety of
ways, mostly through the ticketing tool, but people
also just contact me directly through IM or email.
Those can be anything, from being locked out of an
account, to highly complex problems where data is
not making it to its endpoint. . . . You have to dig in
and investigate in the code. . . . . Priorities are clini-
cal systems that can affect patient care, or things that
are very important to know like patients coming in,
or changing rooms. You just have to prioritize from
experience. There are 8 other people on my team
and they’re always helpful. Sometimes I might not
be looking at a problem in the right way—I’ve read
something incorrectly, it can be as simple as that.
Sometimes one of the team members is the devel-
oper for the code, and that can be very helpful. I can
be working on 20 different projects at once and it can
be confusing.

Tensions: When incidents were escalated to operations/systems
engineers, the systems engineers complained that the tick-
eting tools, which were the primary tool of help desk op-
erators, were not designed with system engineers in mind,
e.g., ownership/responsibility stayed with the person (or ma-
chine) that generated the ticket and did not transfer to the
systems engineer. Systems engineers bounced tickets between
themselves and consulted with others until the engineer or
engineers able to address the issue was engaged. It was some-
times difficult to find the correct person to address the issue
described in the ticket.
Tools: Email and chat were the primary means that the sys-
tems engineers used to communicate with each other. There
was no identified team coordinator, except when a systems

engineer assumed that responsibility out of a concern for re-
solving the incident. One person simply took charge if that
seemed necessary.

Flexor-MSOC: Flexor-MSOC was a commercial secu-
rity operation center that offered security services to its many
clients. The room was organized to complete deployment
and configuration work on security architectures, to ensure
continuity of security services for the operation center’s clients,
and to make an impression on new clients who toured through
frequently.
Division of tasks: Several new operators were responsible
for monitoring and replying to routine incidents. Senior an-
alysts oversaw the work of the junior analysts, and liaised
with customers on complex incidents or projects. Architects
of security services (also known as solutions engineers) worked
in another room and there was a significant disconnect be-
tween them and the operators who deployed, configured and
maintained the services they designed. Incident response (in
the case of a security issue) was handled by the operation
centers’ clients who were informed of incidents via tickets
or emails, as per their customer agreements.
Workflow: Tool-related incidents (e.g., errors from logging
tools) were handled within the room by the engineer or en-
gineers who were available and most equipped to respond
it. Typically, the response team was small and assembled
rapidly. Managers served as coordinators, but were only in-
volved if required by the circumstances. There was a war
room nearby where incident teams could work, but the war
room was rarely used. The coordination between those who
deployed & configured, and those who monitored was good
(accomplished via email), and usually false alarms that were
common and attributable to system changes were correctly
ignored and not incorrectly identified as an incident. At this
site the client relationship was very important.

We built a tool to manage the relationship with our
clients. Clients have different requirements for es-
calation of problems, different preferences, and the
end person at the client site we interact with could
be a business person, an admin person or a techie.
It’s hard to get the language right when communi-
cating to such a wide variety of people. We try not
to have special per client processes, but at the same
time we do not allow cut and paste responses (Bert,
SOC manager, Flexor).

Tension: In the case of some incidents, a broader team re-
sponse to a client’s incident would have been useful, e.g.,
there was a missed opportunity to inform architects that their
solutions were challenging to deploy and maintain. For ex-
ample, because incident response teamwork in the room was
often face-to-face it was not easy to include others outside
the room (such as the solutions architects).
Tools: When communication was to remote clients, the op-



Incident Response Teams in IT Operations Centers 11

erators used the method of communication preferred by the
client.

Trends across all sites: The number of incidents in an
operators’ day varied significantly by operation center. Finance-
MSP operators typically experienced multiple incidents in
a day. N&S-SP might experience one a month. Across all
OCs incidents were triggered in a number of ways: 1) Alert-
ing tools and 2) Direct system monitoring, 3) A customer
request, 4) An event of an important customer may be esca-
lated to incident status, or 4) And finally, the launch of a new
project may introduce significant changes in normal activity
and trigger an incident.

Overall we observed that the tier terminology was incon-
sistently applied within and across sites, and not a prominent
part of the work we observed; when a significant incident
arose, tiers were unimportant, but incident teams were not.
Rather than process dictating how teams are assembled, the
needs of the incident determined the makeup of the team.
There were a great variety of incident responders and often
the most technical individuals (e.g., engineers and develop-
ers) were not a part of the team, but many non-technical peo-
ple were. For example, communication experts or executives
liked to be involved when important clients were experienc-
ing difficulties.

We found that incident response teams were commonly
structured and composed of multiple teams. One common
scenario was a technical team for problem resolution and a
customer-focused team to liaise with the customer.

We observed that the role of the team coordinator was
very important as they provided guidance around the team
formation, facilitated team decision-making, and served in a
coordinating capacity.

We found that the way that incident teams were formed
and the way they worked was not well supported by exist-
ing incident response systems such as bridge calls, chats
and ticketing tools. This was especially the case because
of the multi-tasking nature of the work. Operators worked
multiple incidents at a time on occasion and also had back-
ground tasks such as monitoring alerting tools, monitoring
platforms, working on special projects, and learning. This
made for very complex arrangements of windows on their
displays (typically 3 or 4 of these) and the specific bridge
calls, chats, and relevant tickets and other artifacts associ-
ated with an incident were not conveniently grouped.

4.2 The T-TOCs model: Incident Response Functions

In the descriptions in the previous section, we stressed the
workflow around incident response and its ad hoc nature. In
this section we present a general model that applies to all the
diverse sites described in the previous section and captures
and explains the functions performed by ad hoc team mem-

Fig. 1 Screen shot of observational notes in Atlas.ti. At UMA-SOC
we were able to take photos so these are embedded in our notes. De-
picted is a typical operator workstation. The text describes how three
operators huddled around one operators’ workstation make and check
a change to their system.

Fig. 2 Screen shot of Transcript in Atlas.ti. A portion of the transcript
with Jack-Commander, team coordinator at UMA-SOC. To the right of
the transcript a vertical tagged line indicates a quote in the transcript
has been identified and coded. There are many codes in this segment
of the transcript. One is higlighted. It describes how Jack coordinates
the incident response work of others in the SOC.

bers. We also discuss the structure of teams we observed
across OCs, emphasizing new forms of work.

The model we produced of team functionality was gen-
erated through application of Strauss and Corbin’s grounded
theory method [8], which we applied to our transcribed ob-
servation notes and interview transcripts. See Figure 1. In-
cidents were our unit of analysis; we knew of these first
hand because of our observations of incident teams and indi-
rectly through interviews with incident team members. Like
Strauss and Corbin, we declare our analytic frame when ap-
plying the grounded theory method. While their’s was action
theory, ours is activity theory—we used the concept of exter-
nalized higher psychological functions from activity theory
as an analytic lens. With this analytical lens we developed a
set of externalized higher psychological functions involved
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in incident response work, which were then grouped into
categories. The functions are most clearly expressed as cat-
egories in the model we produced. Functions were not read-
ily available from knowledge of the operator’s title, which
in most cases, were more clearly tied to their compensation
rather than their role.

We next report on the steps that led to the creation of our
model. We worked together to produce this model, verifying
each other’s judgments as we went.

The functions we identified emerged as a result of ap-
plying the first step of grounded theory, i.e., open coding, to
our data. Each time we learned of a function that an opera-
tor performed, we coded that. For example, we learned that
“learning new platforms and practices” was something that
all operators worked on every day. Here’s an example where
Alice, a technical person for networking issues, explains this
function that was triggered by a new release of software.

We received a new console 4 or 5 months ago and
we weren’t notified that it was going to be integrated
with other software products. We all had to learn how
to sign into it. We had a huge bridge call because we
use that application a lot and we had not been told
how to use it. I learned how to sign into it and use it,
and then I had to do screen prints and a PowerPoint
presentation which I sent to my coworkers so they
could learn the same way I did.

We coded similar quotes from all other operators and then,
using Atlas.ti to find patterns in our data, we were therefore
able to conclude that this was a common function. See Fig-
ure 2.

Over all we discovered that team members performed
diverse functions. Some of these were common to all the
participants. Two of these common functions were contin-
uous: ‘Maintaining awareness of the situation’ and ‘Com-
municating with end users/clients/vendors or partners inside
or outside the organization’. Other common functions that
all participants engaged in were background tasks that were
performed when time allowed. This included ‘Mentoring
others on technical matters,’ ‘Learning about technical mat-
ters,’ ‘Creating reports,’ ‘Advancing special projects,’ and
‘Tuning and tinkering with tools.’ We do not discuss these
important functions further, because of our focus on incident
response, but we do note that these functions are fundamen-
tal to work in Operations Centers. They capture what oper-
ators do when they are not working on an incident, but also
capture what is inter-leaved with incident response work.

The other functions that we observed operators perform,
or that we became aware of, are listed in Figure 3. This ta-
ble shows the counts of the numbers of participants and their
primary function/role and was an important outcome of the
grounded theory process. These functions emerged from the
coding process. Sixteen such functions were coded. The first
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Fig. 4 Count of Primary functions of participants by Site, with the
additional of function groups.

on the list is ‘Operations’ Manager’ and the last is ‘Business
manager.’ These functions were very similar to identifiable
roles within the operations center and in a final step of our
process we tweaked all our code names so that they resem-
bled role names because there appeared to be connection
between the two, and this switch made for a more readable
and useful model. Long code names like ‘Maintaining the
operations environment,’ which captured what the operator
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did (i.e. a function), were replaced by short code names like
‘Ops Engineer.’

The second step of grounded theory is axial coding. In
this step higher-level codes, i.e., categories, emerged. These
are shown in Figure 4 column 1, and include ‘Coordination’,
‘Initial response’, ‘External communication’, ‘Acting’, ‘Cre-
ating’, and ‘Reflecting’. This table shows clearly how the
categories are mapped to the functions. For example, the
category of ‘Acting’ includes the functions ‘Infrastructure
support’, ‘Technical support’, ‘Ops engineer’ and ‘Trouble-
shooter’ (a highly skilled person with very broad expertise
and relational knowledge).

Selective coding identified the functions associated with
incident response work and those that were not. The func-
tions regularly performed by members on incident response
teams are Teams Coordinator, Technical Support, Infrastruc-
ture Support, Ops Engineering and Technical Liaison with
Customers. Functions that are often performed by members
on incident response teams are Operational Manager, Cus-
tomer Relationship Manager, Architect, ‘Development, Ser-
vices & Solutions Engineer,’ Strategic Manager for the OC,
Customer Rep, Vendor Rep, and Partner Rep. Functions rarely
performed by members on incident response work were Front
Line Help, Alerts & System Monitors, and Tool Crafter.

In the final step of grounded theory we pulled every-
thing together and generated the model shown in Figure 5,
which we called the T-TOCs model, standing for Tailor-
made teams in Operations Centers. The term tailor-made
was carefully chosen to indicate that while the teams are
ad hoc, i.e. tailor-made in the moment, the teams are just
right, or more than adequate, for the incident , and all neces-
sary functions for investigating the incident are present. The
name is also intended to suggest fluidity as new functions
are drawn in as required (new operators may be called in),
and unnecessary functions are dropped (operators ‘drop off’
the incident).

Working a problem from scratch, . . . there’s no script.
The team has to go off of what we know. (Alice, tech
support for networking issues, Finance-MSP)

There are four main parts to the model: 1) The Products,
Services, Solutions or Networks maintained by the OC, 2)
The External Environment, represented by External Stake-
holders including End Users, Customer Representatives, Ven-
dor Representatives and Partner Representatives. 3) The Op-
erations Center and 4) The tools that enable the work of
the incident response teams. The products, services, solu-
tions and networks maintained by the operators are care-
fully positioned to show that these technologies may phys-
ically exist in the External Environment, within the Opera-
tions Center, or a combination of both. Access to software to
change settings or restart it, is generally accomplished using
remote software, though occasionally DC operators directly
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Fig. 6 Count of Number of functions performed by an individual by
Site. Most operators perform two functions, and some more.

act on computing devices. The model is a reminder of the
rich ethnographic information summarized in the previous
section about the ad hoc nature of teams, and the makeup
and structure of teams.

When considering the model, it is important to be aware
that the functions did not map to individuals on a one-to-
one basis. Figure 6 shows that in most centers individuals
fulfilled, on average, 2 functions, one of which was their
primary function. It also shows that at least six individuals
in the study performed 4 functions. This could obviously be
stressful at times.

Sometimes it was difficult, but it was just because I
had so many roles going on at the same time. (Jack,
team coordinator, customer relationship manager, and
trouble-shooter, UMA-SOC)

We also discovered that certain pairs of roles were com-
monly performed by the same individual Figure 7. 14 indi-
viduals whose primary role was Alerts-System Monitoring
were also involved in providing Infrastructure Support, 11
were involved in Technical Support, and 10 were also Team
coordinators. Conversely, 12 individuals whose primary role
was Technical Support were also involved in Alerts-System
Monitoring.

5 Discussion

5.1 The gap between standards and incident response work

There are few descriptions of incident response work be-
cause operations centers are inaccessible to most researchers,
since a considerable amount of trust must be established for
studies in these environments. There are also significant bar-
riers to access for tool developers. Traditionally in software
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Fig. 5 Tailor-made teams in OCs: The T-TOCs model depicts the functions of operators as various socio-cognitive capabilities. Response to
an incident is modeled as a distributed response across a system (the operation center) that involves multiple functions simultaneously and is
coordinated by an executive function (typically an incident manager). The model depicts the reality that multiple incident teams may be formed to
respond to a single incident.
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Fig. 7 Off-diagonal entries indicate pairs of functions that were com-
monly performed by the same individual, e.g., 12 individuals who per-
formed the function Technical Support also took on the function Alerts
System Monitor.

companies it is difficult for designers to access end users,
but it is much more difficult when the customers are other

businesses and end users work in restricted environments.
Designers face barriers with the sales department and cus-
tomer representatives within their own companies because
of the need to ‘control the relationship with the customer,’
but they also face barriers in operations centers where there
are delicate relationships with suppliers, potential disruption
to time-critical work, and restricted access to information to
be considered. This type of research fills an important gap
in understanding.

Throughout this research we have used concepts from
activity theory (group activity, motivation, object of an ac-
tivity, social world, tools, division of labor, tensions and
higher psychological functions) to direct and organize our
work. Our paper has been an indepth study of the develop-
ment of the activity of incident response over time. We have
looked at the development of this activity through our review
of the standards, the literature, and our own current under-
standings achieved through ethnography. We have shown the
standards community We of the fire department metaphor
to describe team formation for incident response. Incident
teams are formed from a core group of trained responders,
with the exception that incident response teams may also
draw in other experts from outside the core group of respon-
ders as required.



Incident Response Teams in IT Operations Centers 15

However, we have also shown there is a large gap be-
tween standards, which represent best practices, and actual
incident response work. Recent ethnographic research in the
domain has captured some of these differences. Our litera-
ture review showed that there were many ways that incident
response teams have deviated from the norm (see the final
paragraph of the literature review). We see these deviations
in a positive way as new forms of work.

5.2 Incident response team formation

In our own research we observed that incident response work
is an important issue and many factors must be balanced in
determining the best way to respond to an incident. This in-
cludes allocation of scarce resources, costs, impact on the
customer relationship, the opportunity to learn, and so on.
Team formation is intertwined with all of these factors.

5.2.1 Modelling incident response work

In our review of standards we have shown that the standards
community has provided classification systems for incident
response teams. For example, CERT standards describe inci-
dent response teams as coordinating, corporate and techni-
cal classifications. As another example, the NIST standard
classifies response teams by type and then by the degree
of distribution). The ethnographic research, especially re-
cent research has provided rich descriptions of incident re-
sponse teams and their varied nature. We present a model
that stresses how incident response teams function in re-
sponse to an incident. Rather than being a workflow model,
our model shows the potential parts/players of the incident
response team and the functions they perform. It puts for-
ward the idea that the incident response team is a social-
cognitive system by applying a cognitive metaphor of the
functions that need to be performed (e.g., perceiving, decision-
making, reflecting, and so on). Our model stresses that there
are regular members of incident response work (a coordi-
nator, people who act to address the issue, and others who
communicate with customers) and then a large number of
others who may join an incident response team on an as-
needed basis. It also stresses the central role of team coor-
dinators. Our model is grounded in ethnographic research,
with significant explanatory power.

Our modelling work builds on Norros et al.’s work in
particular [32] who have also taken a modelling approach
in their description of one telephone operator’s operations
center. Our model fits in very well with the Norros et al.’s
models. Their first model of the environment matches with
ours closely —both models identifying three large parts: the
operation center, the external world, and the technology be-
ing maintained. Comparing their second model with ours,
we note that they are complementary because our model is

team-focused, and theirs is focused on the individual opera-
tor. Both models identify important issues related to incident
response.

We next review some of the trends that we observed and
described throughout this paper, referring back to our model
as we go. We speculate on the reasons behind the changes
we observed in our discussion.

Functional escalation: One aspect of incident response
work is the escalation of incidents. In some centers, most in-
cidents that cannot be handled by an operator are escalated
to a single technical person whom the operator believes will
be able to resolve the issue. Malega [27] points out that es-
calation can be hierarchical (as in ITIL’s tiers) or functional.
In our study we observed a move away from hierarchical es-
calation to functional escalation. With this type of escalation
scheme there is a significantly reduced emphasis on an in-
dividual’s tier. Instead individuals with different specializa-
tions are brought in to the team or dropped off as required,
which is a more efficient and effective form of work. Our
model does not incorporate the idea of tiers, but does rely
heavily on the notion of function.

Team work: When incident teams are formed the trend
is towards forming teams with members who exhibit a breadth
of skills rather than escalating incidents to an individual in a
higher level tier. It appears that operation centers are acting
cautiously and building broader teams from the start, to ex-
plore many possibilities, knowing that it is possible for team
members to withdraw easily. Escalation (even functional es-
calation) is not an approach that is necessarily effective, be-
cause a wrongly classified incident leads to an inappropriate
escalation, which leads to wasted time and possibly nega-
tive consequences for customers or end users, or large fees
when service organizations fail to meet their service level
agreements. As Malega [27] has also pointed out, classifi-
cation of incidents can be very hard. We observed this es-
pecially at NNO-DC. When the help desk operator did not
classify an incident appropriately, the incident was bounced
around between systems/ops engineers. Standards argue for
tier 1 to classify incidents, but this creates tensions between
help desk operators and systems/ops engineers. At Finance-
MSP we observed that operators classified incidents by the
service that was affected, but if the incident was not imme-
diately solvable within a short period of time (say 15 min-
utes), the incident was assumed to require a team approach.
Other Operations Centers like UMA-SOC and Guard-SOC
quickly formed broad team as well. In both cases, the ap-
proach taken was that team members that were not required
could quickly drop off the team. At Finance-MSP operators
with oversight of network issues were regularly asked to in-
vestigate if the network was an issue, and regularly reported
that it was not, then dropped off the incident team. This
is not like the fire department metaphor, where surplus fire
fighters at a fire cannot easily return to the fire department.
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At Flexor-MSOC, incidents were immediately reported to
customers by junior analysts, with senior analysts providing
oversight. If the incident was a failure of a security tool, usu-
ally the individual responsible for the tool investigated, but
others, like managers, who acted as the team coordinator,
also joined the team early on to provide oversight. We ob-
served that incident response teams were formed very early,
and that the team approach seemed to be preferred to a tiered
response. Our model clearly shows the potential for a broad
response to an incident. An incident response team may be
composed of individuals from inside and outside the orga-
nization, and may include individuals with diverse skills in-
cluding technical skills, coordination skills or communica-
tion skills.

The team coordinator: Another trend that we observed
across all sites was the single point of contact for the cus-
tomer. Escalation of the management of the incident is a
common practice described by Malega [27]. However, esca-
lation of the management of an incident can be very confus-
ing from the point of view of the customer, a view confirmed
by Jäntti et al.’s study of service desks [22]. At Finance-
MSP, rather than escalate the management of the incident,
a single incident coordinator assumed responsibility for the
incident until their shift changed, at which point there would
be a handover, but no change in the way the customer com-
municated with the incident manager, i.e., the new team co-
ordinator simply took over from the previous team coordi-
nator on the bridge call, and used notes and logs to catch up
on the action. Further, as the incident progressed, escalating
levels of management and individuals with responsibility for
customer relationships would join the call, but not coordi-
nate it. Great care was also taken to ensure a single point of
contact for the customer at N&S-SP, UMA-SOC and Guard-
SOC. In our model we highlight the team coordinator’s role
as central to coordination, decision-making and oversight.

The customer relationship: In all operations centers
the customer relationship is important, but in managed ser-
vice providers, the customer relationship is particularly im-
portant. In larger centers like Finance-MSP, sometimes sep-
arate teams were established for managing the customer re-
lationship (for important customers these were established
immediately). These customer teams were as important as
the technical teams addressing issues. In our model we em-
phasize the importance of this function by stressing the im-
portance of communication with external stakeholders.

Outside vendors and incident response teams: We
also observed the practice of engaging outside vendors or
other service providers early as a new form of work. This
was a clear indication of the increasing complexity of ser-
vice provisioning and the dependencies involved. It is no
longer possible to solve many incidents with a team assem-
bled from a group of incident response experts and the oc-
casional help of outside experts, as standards suggest. In-

creasingly, teams of teams are being assembled; and in many
cases, some of these teams are outside of the organization.
Distributed incident response teams are much more the norm
than co-located teams. As evidence of this, at Flexor-MSOC
and Finance-MSP, war rooms are not being used. In the re-
view of standards we saw a simple form of team-to-team in-
teraction in the role of coordinating CSIRT teams in CERTs,
but some of the relationships with teams that we observed
were more complex and ongoing. For example, at Finance-
MSP we saw the network operators engaging in constant
communication with vendors of switches and terminals as
the good relationship between the operations center and the
vendor was beneficial in both directions. For the operations
center it helped greatly when the response to an incident re-
quired vendor involvement. The evidence of complex rela-
tionships was also clearly evident at Flexor-MSOC where
the operators had developed a specialized tool to help them
manage customer relationships. The tool recorded the cus-
tomer’s communication preferences under varied circumstances
and the preferences were followed precisely by the oper-
ators. In the case of a managed security service provider,
the customer is typically responsible for responding to inci-
dents; collaboration with the service provider is one part of
that mix. For each customer, the role required of the service
provider is unique and a specialized tool was the only way
that Flexor-MSOC could get their role right in each case.
Our model includes the role of these important participants
in an incident response by including them as actors in the
‘external environment’ of the operations center.

The role of non-technical experts: We also saw a def-
inite trend towards the inclusion of experts with non-tech-
nical skills as the norm on incidents (e.g., communication
experts, business managers), which again is not something
captured strongly by the standards. The resolution of inci-
dents is very important from a business perspective. Incident
resolution is not just about technical issues; it is also about
building and strengthening the customer relationship. All of
the operations centers, whether they were service providers
or not, were very concerned about their relationship with
their customers. Our model includes two important cate-
gories of non-technical experts. One category includes indi-
viduals with expertise in communicating with external stake-
holders. The second category includes individuals with ex-
pertise in reflecting on, anticipating and transforming the in-
cident response activity itself.

Multi-tasking: A final trend that we observed was in-
tensive multi-tasking by operators. It was not unusual for
operators to be working on several incidents at once. This
was possible because there are often periods of inactivity
for operators who are working on an incident when they
are waiting for actions or results from others, such as the
upgrade of software or the collection of information for a
subsequent forensics investigation. Individuals with a more
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technical bent were particularly in high demand and could
have as many as 20 ‘projects’ open at one time, some of
which would be classified as incidents. We observed that the
pressure to multi-task comes from the desire of operations
center managers to reduce their costs as much as possible.
Operators also multi-tasked with other non-incident activi-
ties. These are listed in section 4.2 and are: ‘mentoring oth-
ers on technical matters’, ‘learning about technical matters,’,
‘creating reports’, advancing special projects,’ and tuning
and tinker with tools’. Operators also performed multiple
roles, as we showed in our results section; Also, monitoring
was often multi-tasked with other tasks.

Tailor-made teams: Overall, we have observed that
incident response teamwork is very unlike planned team-
work for longterm IT projects, where team members are al-
located to the project at the beginning and stick with it to
the end (a duration which transpires over months or possi-
bly years). Tailor-made teams are also comprised of quali-
fied experts who must communicate, coordinate, and collab-
orate, but these teams are unplanned in the sense that they
must be assembled in response to an incident that is occur-
ring and must imminently be resolved in the next moments,
hours or days. Further, unlike planned teams, the participa-
tion of team members in unplanned teams is fluid, with in-
dividuals arriving and departing at any time for a variety of
reasons. The need for tools to support unplanned teams, i.e.,
the type of team we observed in this study, and which is
emerging as a new form of work in operations center, is in
its infancy. We did not see good tool support for this type of
work. In our model we emphasize this aspect by stressing
that incident response teams are tailor-made.

5.3 Tool support for Tailor-made teams

In previous papers we have described the environment of
the operators [6] and usability problems operators encounter
with tools [16]. We described the operator’s workspace as a
highly complex technological setup requiring 2 or 3 large
displays, as many as half a dozen alerting tools, 20 to 40
simultaneous chat sessions and sophisticated phones that al-
low an operator to participate on several calls at once. We
observed that none of the tools the operators use were specif-
ically designed to support tailor-made, unplanned teamwork.

In 2015 Alsabbagh and Kowalski [2] addressed the is-
sue of tool support for incident response in SOCs. They
concluded that their literature review and their own expe-
rience indicated a lack of customizable incident response
tools that facilitate communication and elaboration within
organizations during incident management. They also called
for holistic approaches to understanding incident manage-
ment that considered both the technical and social aspects.

An ideal tool would enable situation awareness, deci-
sion-making, coordinating, ... essentially all of the functions

that are commonly required on teams as reflected in our
model. Ticketing systems do go a long way towards eas-
ing these issues but are not a complete solution (we saw the
stress amongst operators at N&S-SP and UMA-SOC where
no ticketing tools were used), but we also observed that tick-
eting systems had really been designed for tier 1 operators
and not for teams at NNO-HD.

We would like to see designers designing explicitly for
the physical environment of operators. This would include
creating software experiences for multiple-display environ-
ments: ensuring dialog boxes appear on the correct display,
dashboards potentially spanning multiple displays, etc. Tools
that were more closely integrated with display and Window
management would help operators manage their windows
more effectively. There is also a potential for developing mo-
bile applications for mobile operators, such as the data cen-
ter operators who monitored and serviced physical equip-
ment either in the clean room of the data center or out in the
field.

Team management tools to support work on incidents
are in their infancy and would require significant design ef-
fort. Many current tools are not suitable; all of the tools we
have reviewed for managing teams (not reported in this pa-
per) were too heavyweight, and we saw none of them in use
in any of the operations centers we visited. A team manage-
ment tool for unplanned teamwork would have to address
how work is actually assigned. In incident response work,
tasks may be assigned to teams, particular roles or individu-
als. Either teams or individuals can generate or pick up tasks,
and tasks can be dropped at any time if new information
comes to light.

To enable the work itself we imagine some useful tech-
niques. One would be the design of modifiable digital tem-
plates that could be converted into checklists. Checklists were
in use at several sites. Checklists are a very powerful tool for
specialists under stress [14], and could prove useful in op-
erations centers. Much of the work of operators is highly
repetitive, but with variations for the situation. Modifiable
team composition templates would also be very useful for
setting up teams quickly, especially if they were designed
so that team coordinators and team members could reach in-
dividuals through function names in the model rather than
through their individual names.

Secondly, to support incident response work, it is im-
portant that operators have an environment where they can
rapidly switch between multiple tasks. Even though an op-
erator is “working an incident”, it is not always the case
that they are actively working on that incident 100% of the
time. There are many instances when ‘field work’ (dumping
memory, reconfiguring servers or software, waiting for re-
pair parts, waiting for the results of a query, waiting to find
an expert, ...) holds up the work and at these times opera-
tors switch to other tasks. Therefore it is important to have
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tools that support both planned and unplanned work because
the operators’ work is a mixture of both. Operators need the
ability to quickly switch between incident work and other
current tasks like monitoring, report writing, or learning and
have their entire workspace rearranged to support their new
primary task, while still allowing them to keep an eye on
background tasks. Essentially what is required is support for
restoring context when context switching between incidents
or between incidents and other types of work.

Thirdly, unplanned teamwork support tools would have
to be designed to support fluid team memberships because
operators do not necessarily stay with the incident until it
ends. The work may be handed over at the end of shift,
higher priority work may come along, or their particular
skills are no longer needed. It would also have to be de-
signed to enable collaboration with 3rd parties such as ven-
dors or coordinating ISIRTs. Further, because the team com-
position can become complex, there needs to be a mech-
anism to enable situation awareness across incident teams
that are comprised of multiple sub-teams. This need not be
very elaborate, but would help each person or each team
know their place in the work, and therefore know how they
could best contribute. The tool should also enable and man-
age the communication channels associated with an inci-
dent. It is not unusual for an incident to be supported by
multiple bridge calls and a dozen chat sessions. It can be
easy to lose track of which channel of communication is as-
sociated with which incident when an operator is working
on multiple incidents.

Finally, tools are needed to enable collaborative deci-
sion-making. In incident response work, the people with the
most expertise are not necessarily the team coordinators, and
therefore it makes sense that the discussion that enables the
team coordinator to make a decision be spread across the
team.

5.4 Limitations of the findings

Our study did not include a case where technical teams in
OCs worked with CERTs. This form of incident response
work is therefore not apparent in our model. To remedy this
we could add a function within the external box labelled ‘ex-
ternal OC’.

We also did not study incident response teams that were
not a part of an operations center within large companies as
did Botta et al. [3]. This form of incident response teams
appears to be very loose and does not necessarily involve
a team coordinator. The model does however capture this
type of team of experts scattered across various departments
who are able to act when incidents arise. Other more re-
cent research on incident response teams within organiza-
tions shows significantly more structure to the response and
the type of teams as in Hove and Tårnes [17] and others [18]

[36]. The T-TOCs model does not clearly show internal and
external teams working together, or hierarchies of teams, as
we did not witness the former and saw only flat team struc-
tures. Incorporating the structure of teams of incident teams
into our model is future work.

Another form of team we did not encounter was de-
scribed by Ahmad et al. [1]. They described a coordination
team and a technical team, which is not suggested by our
model. However, this may simply be a semantic matter, as
we did see multiple teams being coordinated by a team co-
ordinator. Very often one team was customer facing (as in
Ahmad et al.’s coordination team) and the other technology-
facing (as in Ahmad et al.’s technical team).

We did not sample evenly across functions. For example,
Figure 6 shows that our knowledge of the function of the
work of front line help is limited to only one of the OCs.
Our knowledge of some functions is primary, while other
functions such as Technical Liaison, Customer Rep, Partner
Rep, Architect and Business Manager is based on second
hand accounts obtained through interviews. We also tend to
know more about the work of operators in the room than
those outside of it. We do not have first hand information
about those on teams who are outside of the organization
(e.g. vendor representatives).

5.5 Comparison to other research

In previous papers we have detailed the multi-tasking nature
of operators [35], tensions between activities within the OC
[6], and usability problems with the operator’s tools [16]. In
this paper we have focused on the nature of incident teams.

Our work is consistent with the advice of standards, but
standards take either a prescriptive approach or a classifi-
cation-approach when prescribing incident response teams.
In comparison, our work produced rich descriptions of case
studies and the T-TOCs model. Our work is much like other
ethnographic studies, but differs with respect to the number
of sites involved in the study.

We contribute to the relatively small body of research on
tools in operations centers by proposing tools for supporting
ad hoc unplanned work. Other work has, for example, ex-
plored the use of timelines [26] or the failure of knowledge
management systems [37]. We advocate for an ethnographic
approach to designing tools. Our impression is that design-
ers have been too influenced by standards and guidelines and
also have not had enough direct contact with their end users.

6 Conclusions

Using an activity-theoretical perspective, we studied inci-
dent response in an IT operations center. Building on the
work of a number of researchers and Norros et al.’s general
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models of operator work in particular [32], we focused on
incident response and the teams that are formed to respond
to these incidents. We asked: what is the context of inci-
dent response work?, how can we model incident response
work?, and what are the implications for tool developers?

Standards for service management processes and secu-
rity incident response processes recommend that organiza-
tions establish a fixed group of trained experts to respond
to incidents, as in the fire department metaphor. Responders
are selected from this group to respond to an incident and
experts may augment these teams.

Reviewing the work of other researchers who studied
operations centers, we found that team composition has in-
creased in complexity over time. The idea of a team of ex-
perts, selected from a fixed group who function as respon-
ders with the help of occasional others is breaking down. Po-
tential augmentation of the team with a very wide range of
experts is becoming the norm. Further, while incident teams
of the past may have been co-located, it is now common for
some team members to be co-located while others (some-
times many others) are not co-located. Through our review
we found that today’s response teams often engage in com-
plex interactions with other response teams to resolve inci-
dents. These other teams may be within or outside the orga-
nization. We also found that incident response teams regu-
larly included non-technical participants, such as high-level
managers and customer representatives. In some situations
the structures of teams could be quite complex and could
be teams of teams. Our new findings build on that of other
researchers.

We studied 7 OCs, and saw many of the patterns reported
in the literature. We found that incident response teams were
formed very early after the appearance of incident, and that
the team approach seemed to be preferred to escalating an
incident from one individual to the next. We noted there is
a tendency for the team membership to be over-estimated
early on with team members dropping off when their skills
are not required. Other experts may be brought onto the team
as required, and generally they appear early. We also ob-
served that incident response teams have increasingly com-
plex structures. Teams are commonly comprised of sub-teams,
and it’s not unusual for sub-teams to be external to the or-
ganization. Highly distributed incident response teams are
very normal.

We observed a strong focus on customers. Teams worked
hard to ensure there was a single point of contact for cus-
tomers, and that the team liaised with the customer in the
way the customer preferred. In larger OCs, and especially
managed service providers, separate teams existed to man-
age the customer relationship and these were as important
as the technical teams. In addition we found managers will
sometimes add themselves to an incident management team
to track an incident when a high-valued customer is involved.

There is also a strong emphasis on the role of team co-
ordinators (usually a single person, but sometimes a team).

The role of vendors on incident teams is also changing.
Outside vendors are engaged early in the incident response
process. Relationships of operators with vendors are also
prioritized; good operators maintain close contact with their
vendors.

And finally, although our focus is on incident response
we noticed that operators were broadly interested in inci-
dents being handled at any point in time, whether or not they
were on the incident team, because of the potential for inter-
connectivity between incidents and the help the knowledge
may be in understanding future incidents.

We found that the way that incident teams were formed
and the way they worked was not well supported by existing
incident response systems such as call systems, chats and
ticketing tools. We identified unplanned teamwork as a type
of work that is unsupported by specific tools. This is espe-
cially apparent when considering the number of tools that
exist for planned work.

We suggest areas in which new tools are needed to re-
duce the stress experienced by operators due to cognitive
overload, to reduce avoidable errors, and to reduce the time
to resolve incidents. Our suggestions included modifiable
checklists that become to-do lists for ensuring task comple-
tion as an aid for specialists under pressure. Modifiable tem-
plates for team composition that are based on a customized
version of the T-TOCs model, and the ability to reach out to
individuals who can perform necessary functions, through
the function that is required, rather than through the person’s
name. Secondly, to support multi-tasking we suggest the de-
velopment of tools that allow operators to quickly switch
between incident work and other current tasks like moni-
toring. Such a tool would support the operators to focus on
their current task while maintaining a minimal awareness
of changes in other tasks. Thirdly, while we observed ticket-
ing tools support responsibility and resolution of an incident,
we suggest tools that provide support for incident response
teamwork. This would require a new sort of project man-
agement tool for unplanned ad hoc work that would allow
very quick team setups, fluid team membership, reporting,
support for situation awareness and support for managing
the many channels of communication within a sub-team and
between sub-teams. Finally, within the context of the new
project management tool we see a need for simple tools for
enabling collaborative decision-making in the context of in-
cident response work.

We produced a model depicting the composition of in-
cident response teams. Our model could be used to assess
and then tune incident response teams by enabling discus-
sions on the necessary functions for a particular incident.
Such a discussion would be a way of implementing a sort of
functional escalation scheme. If used in the centers, it could
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also aid with communication. Currently operators communi-
cate with other individuals engaged in the incident response,
but as the response teams grow larger and more complex, it
may be easier to communicate through functions e.g., re-
port changes in the environment to the Customer Relation-
ship Manager, rather than a specific individual by name e.g.,
Brian Smith, which is the current method. The model also
has potential as a visualization for conveying who is on the
call, a seemingly simple question that was frequently not
one an operator could answer easily. In this way the model
could serve as a basic coverage tool for an incident.

Our findings build on and are not in opposition to work
on standards such as ITIL. What this research adds is ad-
ditional information about the lived experiences of modern
operators (many of whom adhere to standards) and how their
work can be supported.
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